Combining census and survey data
to construct a poverty map of
South Africa

Harold Alderman, Miriam Babita, Jean Lanjouw, Peter Lanjouw, Nthabiseng Makhatha,
Amina Mohamed, Berk Ozler and Olivia Qaba*

Introduction

Geographica dimensions of poverty inform both public policies on, and research into the
determinants of, economic development and poverty. Poverty maps, for example, are used in many
developing countries to allocate resources to local agencies or administrations as a first step in
reaching the poor. Similarly, ranking of community needsis astep towards prioritising programmes.
However, in practice, these measures have only been useful at fairly aggregated levels. The
effectiveness of using locale asameans of directing resourcesto the poor isafunction of thelevel of
the geographic unit chosen for allocation. Thisworksbestwhentheunitisrelatively small (Baker and
Grosh, 1994).

Globally, information on many aspects of living standards, especially poverty measured by
household income or expenditure, israrely available for asufficient number of households to permit
construction of afinely disaggregatedmap,orforrankinglocal unitsof government based on poverty
levels. For example, the World Bank’s living standard measurement surveys (LSMS), variants of
which have been fielded in many developing countries, do not allow for disaggregation of average
incomes or of poverty rates much beyond asimple rural/urban breakdown within broad regions of a
given country.

Unlike most sample surveys, census data do not suffer from small sample problems. However, they
typically contain little direct information on household resources. The lack of income or expenditure
information in such data sets has often prompted policy makers to explore alternative welfare
indicators to derive the required geographic dimension of poverty and inequality. Many countries
have developed sometimes crude, sometimes more sophisticated, basic needs indicators for this
purpose but these indicators do not always conform well with consumption or income welfare
indicators(Groshand Glinskaya, 1997,Hentschel et al., 1999).

In other countries, including SouthAfricaaswell asAustralia, income classificationsare obtained in
the census by using broad ranges. The classification of individual or household income into such
rangesseldom conveysto therespondent aclear definition of income. Thus, even abstracting fromthe
nearly universal tendency of householdsto conceal income frominterviewers, arespondentmay fail
to consider key components of income for typically poor households, such as agricultural profits
(either from sale or own consumption) or informal sector profits and casual wages. Again, this
measure of incomemaynotbeafairindicatorofincomeandconsumption.

This motivates the interest in seeking ways to combine the detailed information obtained in
household surveys with the more extensive coverage of a census to derive detailed geographic
poverty estimatesbased onaconsumptionwelfareindicator. Thishasrecently been explored by
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Hentschel et al. (2000) and Elbers et al. (2000), who both model consumption behaviour from a
household survey in Ecuador, using a set of explanatory variables that are restricted to those also
available in the Ecuadorian census. Applying the resulting parameter estimates to the census, both
papers show how the probability that a given household in the censusisin poverty can be derived.
These authors also show how detailed geographic poverty rates can be calculated. Elbers et al. also
provideacomprehensivedescription of themethodology they used intheir study.

Information on aspects of living standards at adisaggregated level hasaparticular functionin South
Africa since the constitution requires parliament to pass legislation providing for the equitable
division of nationally raised revenue among provincial and local spheresof governments. Interms of
the Division of Revenue Act (Act 28 of 1998) passed in March 1998, provision is made for the
distribution of a grant to municipalities— of which there were, at the time of writing, 843 — based on
levelsof poverty. Thisequitable sharesgrant isan unconditional grant to the municipality andisnot a
transfer to householdsintended to bring their incomes up to atarget level. Nevertheless, thegrant is
based, in part, on the number of households within the jurisdiction which have an income of lessthat
R800 per month.' However, there is no direct means of assessing the number of individuals in this
category. This key allocation must be performed using incomplete or indirect information. As a
genera rule, central governmentsmaynothavethecapacitytoobtainthistypeof information directly
and local governmentsmaynothavetheincentivetotransmitit(Alderman,1999).

Thisstudy buildson the approach described abovein order to utiliseinformation from the 1995 South
Africa October household survey (OHS) and the related income and expenditure survey (IES) in
conjunction with the 1996 population census. We present evidence that incomes and poverty rates
reported in the census differ systematically from those obtained in the household survey. We provide
an alternative imputed expenditure estimate that is both consistent with the survey estimates and
availablefor virtually all householdswhich appear in the census. Thus, the methodology illustrates a
means to obtain expected poverty estimates at any sub-national level of administration for which the
informationisdesired.

The next section provides more details on the methodology and itslinksto theliterature. In afurther
section relevant features of the data sets employed in this study are discussed. The section thereafter
presents some direct comparisons between the mean levels of income and expenditure and poverty
rates from the IES at various levels of aggregation and the corresponding means and poverty rates
from Census’ 96. A subsequent section presentsresults of theregressions of consumption on housing
and accessto services, which form thebasisfor theimputation of consumptioninthecensusdata. The
analogous comparisons to the third section are repeated using these imputations. In the next section
the poverty mapping exercise is discussed. In a penultimate section the way forward in cooperative
work between Stats SA and the World Bank are outlined. A final section draws the results together.
Theappendix providestheestimatesof expected poverty rates,measured by the headcount index, and
their standard errors, by province, by district council, and bymagisterial district.

' Further information on this grant can be obtained from the South African local government website at:
http:/www.local.gov.za/DCD/dcdindex.html



M ethodology

Thebasicmethodology appliedinlinking surveysand census-typedatasetsisvery similar to that of
synthetic estimation used in small-areageography. Prediction modelsarederived for consumption
or income as the endogenous variable, on the basis of the survey. The selection of exogenous
variablesisrestricted to those variables that can also be found in the census (or some other large
data set). The parameter estimates are then applied to the census data and expected poverty and
inequality statistics derived. Simple performance tests can be conducted which compare basic
poverty or inequality statistics across the two data sets. For Ecuador, Hentschel et al. (2000) show
that regional poverty estimates, calculated on the basis of imputed household consumption in the
census, are very similar to those derived from consumption measured directly in the household
survey.

The calculation of expected poverty and inequality statistics using predicted income or consumption
has to take into account that each individual household income or consumption value has been
predicted and has standard errorsassociated withiit. Elberset al. (2000) show that the approachyields
estimates of theincidence of poverty and of inequality that are unbiased, and that the standard errors
aresmall. Furthermore, the Ecuador case study demonstratesthat these estimates are quite preciseto
permitmeaningful comparisonsacrossregions, and that the confidenceintervalsdo notwiden further
with higher levels of spatial disaggregation provided that the population of the unit of disaggregation
remainssufficiently large.”

Thecombination of information from different data sets has sparked arecent interest intheliterature,
e.g. Arellano and Meghir (1992), Angrist and Krueger (1992) and Lusardi (1996). Typically,
however, these studies combine several household surveysrather than surveyswith census data, and
so far they have not been used to study spatial dimensions of poverty. While within-sample
imputation of missing observationsisaquite common procedure, e.g. Paulin and Ferraro (1994), out-
of-sampleimputation, which combinesdifferent datasets, islessfrequent. Onerecent study that does
combine an expenditure survey with census information to estimate local income distributions is
Bramley and Smart (1996). However, this study differsfrom the approach used herein that Bramley
and Smart did not have access to unit level data from both data sources and hence derived local
income distributions not from predicted household incomes but from estimates of mean incomes of
different localeand distribution characteristics.

This study differsfrom other studiesin theliterature, including Hentschel et al. (2000) in that, while
we areimputing valuesfor consumption which are not present in the census, we are also substituting
themfor avariable, income, for which estimates are available. By whatmeasure doweknowwehave
substituted an improved indicator of the welfare of the community? We will take as a maintained
hypothesis that consumption is generally more accurately collected in household surveys than is
income and that it isavalid measure of thelong run control of resources by the household (Deston,

?Hentschel et al. (1999) state that: ‘ In fact, a poverty map would have to be constructed at quite a high degree of spatial
disaggregation before the standard errors increase significantly due to small populations ... Only when the [local]
population fallswell below 500 households doesthe corresponding standard error rise to levels which could compromise
comparisons.’



1997).° Thus, we seek to compare the correspondence of both the average of the income measure
obtained in the census and the poverty rates calculated using this measure with those estimates using
the expenditure measure in the IES. If the imputation of expenditure is of value then the imputed
measure using census data should be closer to the IES indicators of consumption and poverty. In
addition to looking at the correlation of poverty measures and rankings on poverty we also look at a
measure of thefit based on the absolute difference between the two poverty measures. Thisisdefined
as

Fit = 1/N[SW Y Yimean(Y))]

where Y, is a measure of poverty derived using |IES data (pgverty rate, average expenditures, or
income) for agiven unit, denoted by the subscripti. Similarly, Y indicatesthe corresponding estimate
fromthecensus.

While the goodness of fit measure provides a summary statistic, we also regress the individual
components of the statistic against variables that may account for differencesin the accuracy of the
census income data. That is, we run regressions using % - ¥, ¥4mean(Y,) asthe left hand variable.
This allows us to investigate whether the bias in average reported census income, measured by its
divergence from mean expenditurein the household survey for the sameregion, variesbetween areas
depending, among other factors, onthesectoral compositionineachregion.

Thelevels of administrative unitsin South Africa, in order of higher disaggregation, are asfollows:
province, district council, magisterial district, and urban or rural place name.Atthetimeofwriting,
there were nine provinces, 45 district councils, 354 magisterial districts (MDs), and 12 753 towns or
place names. The validation, however, must take into account that the |ES was not designed to be
representative at levels of disaggregation for which we want to use the data. Indeed, were it
representativefor lower levelsof administrationtherewould belittleneed to imputeexpected poverty
estimates into the census. Thus, although we can link the OHS and the census at the magisterial
district level, validation using thisimprecise, albeit unbiased, reference point is of limited value. For
this reason, we first perform our validation exercise at the province level even though we seek to
create a poverty map for smaller geographical units. We repeat the exercise, however, at higher
degrees of spatial disaggregation mainly to demonstrate what happensto the goodness of fitmeasure
a lower levels of administration. Hence, we calculate mean census income and mean imputed
expenditurein the censusfor each province and determine how they fare against themeanhousehold
expenditureinthel ESfor thecorresponding province.

*Wefocus on the best means of measuring income or consumption poverty and abstract from the debatethose measuresof
household welfare which add to a multi-dimensional understanding of poverty. See Ravallion (1992) for further
discussionon themeasurementof poverty.



Data
Thissection providessomeinformation on each of thethreedatasourcesthat are utilised.

TheOHSisanannual survey,whichfocusesonafew key indicatorsof living patternsin SouthAfrica.
In particular the survey focuses on employment, internal migration, housing, access to services,
individual education, and vital statistics. In the 1995 round of the survey, 29 700 households were
interviewed.

Asits nameimplies, the IES providesinformation on the income and expenditure of households for
the 12-month period prior to the interview. The questionnaire was designed to capture the value of
gifts and in-kind benefits and the imputed value of housing under income and consumption. The
following information provides some ideas about the detail of consumption data collected. The cost
of housing isbased on 27 questions andmonthly expenditures on food and beverage isaggregated up
from information obtained in 131 questions. Twenty-two additional questions cover food consumed
from own production. Similar details are sought regarding non-food purchasesand servicesobtained,
using a mix of monthly and annual recall. The expenditure variable used in this study is slightly
redefined from standard Stats SA reporting fromthe 1995 IES. In order to correspondmoreclosely to
current consumption as astandardmeasure of household welfare, we netted out incometaxesaswell
as various forms of saving (including lumpy purchases of durable goods and vehicles as well as
lobolaand dowry) fromthetota expenditures.

Incomeisbased both onindividual formal and non-formal earningsand returnsto household assetsas
well as gifts and dowry received. In order to make these income and consumption aggregates
comparable with the census data, all incomes and expenditures were put into 1996 Rand using the
consumer priceindex.

ThelESwasdesigned to bemerged with the OHS. Whiletheinterviewsfor the| ESwere conducted at
a dlightly later date than the OHS, the same households were visited. In all, 28 585 households
remained in the dataset after thetwo surveysweremerged.

Census’ 96 coversover ninemillion households, recording datafromindividualsbased on wherethey
werethenight between 9 and 10 October 1996. I n addition toinformation on household composition,
it collected some details on housing and servicesin a manner that paralleled the OHS. It also asked
every individual to indicate his or her income, including pensions and disability grants. The
individuals were asked to indicate which of 14 brackets this income fell within. In order to get to
household income, each of these ranges was assigned a point value. For most categories this value
was the logarithmic mean of the top and bottom income of the bracket. For the lowest group with
income, however, the value was two-thirds of the interval. For the highest bracket (greater than
R360 000 per year) this value was 720 000. These assignments follow standard practice within
Statistics SouthAfrica. The censusalso asksfor thevalueof all remittancesreceived by thehousehold
inthe preceding year. Theindividual point estimatesfor each bracket were then summed. Thisfigure
wasaddedto the estimate of household income.

All of thesedatasetsinclude coding for the province, theenumeration areatype (EA type), thedistrict
council, and themagisterial district in which the household resided. These geographic unitsarethe ss



units of analysis in this study. As mentioned above, only the provinces are representative of the
sample, but given how the sample was stratified, the breakdown to EA type within each province
should also be quite closeto being representative of the breakdown of the population into residents of
urban portion of former homelands, other rural residents, urban formal, urban informal and other
types of enumeration areas.” At each level of disaggregation, we excluded from our analysis units
wherethreeor lessenumeration areaswerevisited inthe household survey.

For both the IES and Census’ 96 we averaged income per household and per capita over each of our
unitsof analysis.” Wealso created headcount poverty indicesfor each geographical unit. Thisindex is
thewell-known Foster, Greer and Thorbeck povertymeasure (FGT) defined as

N

P = ﬁz(%] | (3 < )

h=1

where P, istheindex of poverty for theith magisterial district, y, isameasure of household income

fromasample of sizeN and z isthe poverty line.With the headcount index a iszero, whileitisset to
one to measure poverty gap and higher for the severity of poverty. While this study focuses on the
headcount measure of poverty, the methodology can be applied to these measures aswell. The FGT
measure is additive. Thus, one can go from poverty in each magisterial district to a consistent
indicator of provincial or national poverty.

Comparing Census’ 96incomeand | ESexpenditure

The average income from the IES is R3 309 per household per month, while the average monthly
current expenditure is R2 954.° Both these estimates exceed the monthly income including
remittances from the census income data. That average is R2 454. The |IES expenditure figure
aggregates up very close to the R330 billion of private consumption for 1996 estimated by the South
African Reserve Bank, whilethelatter isnearly 20% below. In principal, household incomeincludes
privateinvestment and, therefore, should exceed private consumption. Thus, thel ESfiguresarefairly
consistent with the share of gross national product (GNP) not accounted for by government
consumption, corporate savings, or account deficits, whilethe aggregation from Census’ 96 islessso.
Giventhedifferenceinincomein thetwo datasets, it isnot surprising that poverty ratesusing thelES
also differ from those based on censusdata. We indicate thisusing two different poverty lines. Oneis
the R800 per household permonthlineatw hich households are defined as poor for the purpose of the
equitable shares grant. The second is a measure of per capitaincome set at R250. Using these two
poverty linesand the expenditure datafrom the | ES, the percentage of poor in the country is 28,4 and

‘Thesamplewasstratified by province, urban and non-urban areas, and populationgroup.

°Recent studieshaveindicated that the poverty ranking of householdsis sensitive to assumptionsregarding thedegreethat
households have scale economies as well as whether adult equivalency scales are assumed for children (Lanjouw,
Milanovic and Paternostro,1999). However, we donot addressthispossibility inthe current study.

°These averages were calculated using sampling weights that wereavailable at the province level. For averagesthat were
calculated for administrative units smaller than a province, such asdistrict councils or magisterial districts, no sampling
weightswereused because they werenotavailable.
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48,4 respectively.” However, using the income from the census, the estimated number of poor based
on the household poverty lineis 52,2%. That is, the estimated poverty rate is over 80% higher inthe
censusthanthelESdata. Similarly, using the per capita poverty line, the poverty rate fromthe census
at 60,8%isalsolarger thanthat estimated fromthel ES.

Thedifference between the censusand | ES poverty estimates reported above can not be attributed to
the fact that the former are based on incomes while the latter are based on expenditures. Poverty
estimates using theincome datafrom the I ES show the percentage of poor inthe country are 28,6 and
46,2 for thetwo poverty lines. Thus, the estimated ratesof poverty are very similar to those estimated
using expenditures. Given the close correspondence of the poverty estimates using either income of
expenditure based on |ES data, wewill for theremainder of this paper concentrate on the expenditure
datafromthel ES.

As indicated in Table 1, six out of the nine province-level income averages from the IES are
significantly different to their counterpartsfrom the census. However, thisdoes not necessarily mean
a poor correlation of average incomes by province as defined in the census with the average
expenditures by province from the |ES.Whilethecorrelation coefficient between the censusincome
and |IES expenditure is 0,93, the ordering in terms of income differ, hence the Spearman rank
correlation coefficient isonly 0,68 (see Table 2). The corresponding figuresfor the poverty measures
in terms of the percentage of households with less than R800 per month calculated from the two
aternative data sources are 0,76 and 0,55, respectively. While there is still a large difference in
provincial poverty rates between the census and the IES when using the per capita poverty
expenditure line of R250 per capita, the correlation coefficient rises to 0,93 athough the rank
correlation coefficientisonly 0,72.

Table 1: Comparison of household income from Census 96 and
household expenditure from the IES

Province Mean hh Mean hhsexp. | % of hhswith | % of hh with % of % of
income (Rand/month) | monthly monthly exp. individualsin | individualsin
(Rand/month) | [IES] incomebelow | below R800 hhswith per hhswith per
[censug] R800 [census] [IES] capitamonthly | capita monthly
incomebelow | exp. below
R250 [census] | R250[1ES]
Western Cape 3976 3919 (181,40) 26,74* 12,45 (1,12) 30,09* 25,32 (1,80)
Eastern Cape 1479* | 1815 (80,92 68,30* 44,51 (1,40) 76,41* 67,93 (1,34)
Northern Cape 2244 2217 (164,90) 50,33* 38,02 (3,00) 59,11* 52,57 (2,96)
Free State 1823 1794 (106,30) 58,81* 51,04 (2,22) 66,25 62,16 (2,13)
KwaZulu-Natal 2193* | 2680 (111,00 55,37* 24,27 (1,36) 66,12* 52,17 (1,77)
North West 1737 | 2218(176,00) 56,06* 37,18 (2,40) 65,40* 58,88 (2,22)
Gauteng 4044* | 5086 (221,50) 33,90* 10,57 (1,17) 34,34* 14,37 (1,43)
M pumalanga 1762* | 2356 (144,60) 60,19* 25,58 (2,17) 68,42* 53,96 (2,19)
Northern Prov. 1234* | 2188(130,90) 71,76* 36,42 (2,10) 79,93* 58,01 (2,17)

Standard errors in parentheses.

*Signifies statistically significant differences from census averages at the 5% level.

"Notethat thefirstfigureis household poverty, whilethelatter isindividual poverty, i.e. 28,8% of the householdsin South
Africa have a monthly household income of less than R800, whereas 48,4% of the individualslive in households with
monthly per capitai ncome of lessthan R250.
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Table 1A: Comparison of imputed expenditure from Census 96 and
household expenditure from the IES

Province Mean Mean hh % of hhswith | % of hhswith | % of % of
imputed hh | expenditure imputed monthly individualsin | individualsin
expenditure | (Rand/month) | monthly expenditure | hhswith per | hhswith per
(Rand/ [IES] expenditure below R800 capita capita
month) below Rgoo | [IES] monthly monthly
[census] [censusg] imputed expenditure

expenditure below R250
below R250 [IES]
[census]

Western Cape 3835 3919 (181,4) 12,05 12,45 (1,12) 22,67 25,32 (1,80)

Eastern Cape 1718 1815 (80,92) 47,29 44,51 (1,40) 66,56 67,93 (1,34)

Northern Cape 2400 2217 (164,9) 35,04 38,02 (3,00) 49,78 52,57 (2,96)

Free State 1795 1794 (106,3) 48,14 51,04 (2,22) 60,47 62,16 (2,13)

K waZulu-Natal 2586 2680 (111,0) 25,67 24,27 (1,36) 50,41 52,17 (1,77)

North West 2188 2218 (176,0) 37,32 37,18 (2,40) 52,76 | 58,88 (2,22)

Gauteng 4 341* 5086 (221,5) 13,20 | 10,57 (1,17) 18,92* 14,37 (1,43)

M pumalanga 2391 2 356 (144,6) 24,46 25,58 (2,17) 46,33* 53,96 (2,19)

Northern Prov. 1837* 2188 (130,9) 37,44 36,42 (2,10) 59,93 58,01 (2,17)

Standard errors in parentheses.

*Signifies statistically significant differences from census averages at the 5% level.

Table 2: Simple and rank correlation coefficients between Census 96 income and
IES expenditure

Number of [ Simplecorrelation | Rank correlation | Correlation Rank correlation
observations | coefficient coefficient coefficient for coefficient for

poverty measures | poverty measures
(hh poverty with | (hh poverty with
z=R800) z=R800)

Provinces (census 9| 0,9275 (0,0003)* 0,6833 (0,0424)* | 0,7612 (0,0172)* 0,5500 (0,1250)

and IES)

Provinces (imputed 9| 0,9790 (0,0000)* 0,9333 (0,0002)* | 0,9887 (0,0000)* | 0,9000 (0,0009)*

censusand IES)

Province/EA type 31| 0,9339 (0,0000) 0,7786 (0,0000) 0,6971 (0,0000) 0,6065 (0,0003)

(censusand IES)

Province/EA type 31| 0,9475 (0,0000) 0,8766 (0,0000) 0,8546 (0,0000) 0,8863 (0,0000)

(imputed census and

IES)

District council 45| 0,8844 (0,0000) 0,7835 (0,0000) 0,7145 (0,0000) 0,6872 (0,0000)

(censusand IES)

District council 45| 0,8844 (0,0000) 0,8407 (0,0000) 0,8603 (0,0000) 0,8672 (0,0000)

(imputed census and

IES)

Magisterial district 354 | 0,7084 (0,0000) 0,6352 (0,0000) 0,5753 (0,0000) 0,5325 (0,0000)

(censusand IES)

Magisterial district 354 | 0,6949 (0,0000) 0,6694 (0,0000) 0,6957 (0,0000) 0,7047 (0,0000)

(imputed census and

|[ES)

Standard errors in parentheses.
* denotes significance at the 5% level
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Census’ 96 collectsincome information from one question on individual incomeincluding pensions
and one on remittances without any probing about informal income or enterprise profits. In contrast,
the household survey details both income and expenditure information as described in the beginning
of thissection.Asaresult, thecensusincomeisunderstated for most of the population, but likely more
inrura areas. That is, it is plausible that people in urban areas, with a higher share of individuals
earning salaries, are ableto state their earnings better than peoplewho livein rural portions of former
homelands or other rural areas, who earn more from casual income and from own production,
accordingtoCensus’ 96.

Thisisexplored with the regressionsreported in thefirst four columns of Table 3 which demonstrate
the fact that the gap between the |ES and the census differs depending, among other things, on the
urban/rural composition of the province.” All of these regressions have considerable explanatory
power, measured by the adjusted R’. This indicates that the measure of goodness of fit is correlated
with other observable characteristics and that the gap between censusincome and |ES expenditure
varies by some of these characteristics. However, there are only nine provinces in these regressions.
Thereforethereisaproblem regarding the degrees of freedom. Below we repeat these regressions at
different levelsof aggregation.

The first two columns in Table 3 show regression results for the goodness of fit of the estimate of
average income at the province level defined above as a function of the percentage of population
living in rural aress classified as former homelands (or as urban formal) as well as the average
provincial expenditure using the IES data. The overall goodness of fit measure for the left-hand
variableintheregressionis0,187, but rangesfrom 0,009 to 0,353 over the provinces. The larger the
percentage of population residing in rural areas of former homelands in a province the less
correspondence between the census and the IES data (i.e. the higher thefigurefor the goodness of fit)
as indicated by the positive and statistically significant coefficient on the variable. Similarly, the
coefficient onthevariablefor theurban formal areasisnegativeand significant.

Furthermore, controlling for areaof residence, provinceswith higher average expendituresalso have
a larger gap between census income and IES expenditure. Since we are dealing with only nine
observationsat thistime,wecanmatchthisresultwiththedatainT ablel.Forexamplethereisalarge
gap in Gauteng, despite the fact that 81% of its population livesin urban formal areas, which likely
accounts for the coefficient on the variable for provincial average expenditure. For the two other
provinceswith no areas classified asformer homelands (Western Cape and Northern Cape), thereare
no significant differences between the two measures. The goodness of fit measures for these two
provincesarequite small being 0,019 and 0,009, respectively.

*We discuss the last four columns of Table 3, aswell as Tables 4-6, after the methodology for imputing expenditures
is presented.
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Table 3: Regression of goodness of fit on area of residence and mean
expenditure (province level)

Dependent Fit between censusincome and | ES expenditure | Fit between imputed census exp. and | ES expenditure
variable:
goodness of fit
M ean expenditures Headcount indices M ean expenditures Headcount indices
Coeff. (1) | Coeff. (2) | Coeff. (3) | Coeff.(4) | Coeff. (5) | Coeff. (6) | Coeff. (7) Coeff. (8)
|IES expenditure 0,088 0,148 0,132 0,309 0,063 0,074 0,01 -0,2
(,000) (0,028)* | (0,028)**| (0,072) (0,074)** | (0,021)* | (0,027)* (0,015) (0,019)
% former 0,414 1,29 0,098 -0,071
homelands (0,118)** (0,306)** (0,088) (0,062)
% urban formal -0,678 -2,05 -0,144 0,115
(0,134)** (0,355)** (0,131) (0,091)
NF(2,6) 7.73 15,56 8.89 16,63 4,59 4,52 0,67 0,82
Adjusted R"2 0,627 0,784 0,664 0,796 0,473 0,468 -0,089 -0,048
N 9 9 9 9 9 9 9 9
M ean goodness
of fit 0,183 0,849 0,081 0,061

Standard errors in parentheses.
* denotes significance at the 5% level and
** at the 1% level.

The difference between the census and | ES poverty estimates reported above can not be attributed to
the fact that the former are based on incomes while the latter are based on expenditures. Poverty
estimates using theincome datafrom the | ES show the percentage of poor inthe country are 28,6 and
46,2 for thetwo poverty lines. Thus, the estimated rates of poverty arevery similar to those estimated
using expenditures. Given the close correspondence of the poverty estimates using either income of
expenditure based on |ES data, we will for the remainder of thispaper concentrate onthe expenditure
datafromthel ES.

Thethird and fourth columns of Table 3 show results of regressions using the goodness of fit of the
head count of poverty.Again, the percentage of rural portionsof former homelandsisassociated with
a large gap between the census and the |ES poverty estimates and the percentage of householdsin
formal urban areasisassociatedwithabetter fit.

We repeat the analysis at higher levels of disaggregation, hence increasing the number of
observations. First, we take the averages for income or expenditure and the poverty rates in each
province separately if the enumeration area was defined as urban formal, urban informal, rural or
former homeland. Since there are not former homelandsin every province or asufficient number of
enumeration areas defined as * urban informal’, this provides 31 cells instead of the nine provincial
averages. Theregressioninthefirstfour columnsof Table4indicatethat thebasic story isunchanged;
thefitislessprecisewhen the averageisover arural portion of former homeland and lower for urban
formal. Thegoodnessof fit also declineswith ahigher average expenditure.

Table 5 repests these regressions with the unit of observation being the goodness of fit with income
averaged over 45 district councilsaswell aswith the poverty ratesfor thecouncils. Finally, Table6
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takesthisinvestigationto thelevel of the 354 magisterial districts.’ Asmentioned above, the|IESwas
not designed to be representative at this degree of disaggregation; thisis reflected in the increased
average goodness of fit. However, the increased sample size of the magisterial district regressions
alsoallowsfor greater precision of the estimatesaswell asmore confidence that theincome and urban
effectsarenot driven by asingle observation. Asbefore, theregressions show that difference between
|ESand censusdataarenot invariant to the place where the samplewascollected.

Table 4: Regression of goodness of fit on area of residence and mean expenditure
(province/EA-type level)

Dependent Fit between censusincome and | ES expenditure Fit between imputed censusexp. and | ES expenditure
variable:
goodness of fit
M ean expenditures Headcount indices M ean expenditures Headcount indices
Coeff. (1) | Coeff. (2) | Coeff. (3) | Coeff. (4) | Coeff. (5) | Coeff. (6) | Coeff. (7) Coeff. (8)
|ESexpenditure| 0,061 0,068 0,083 0,009 0,004 0,033 -0,085 -0,049
(,000) (0,017)** | (0,024)** | (0,070) (0,108) (0,019) (0,024) (0,039)* (0,050)
% former 0,186 0,831 -0,015 -0,101
homelands (0,060)** (0,246)** (0,066) (0,134)
% urban formal -0,131 -0,208 -0,096 -0,075
(0,068)* (0,303) (0,066) (0,141)
F(3,27) 6,50 3,94 7,02 2,45 0,35 1,05 6,97 6,80
Adjusted RA2 0,355 0,227 0,376 0,126 -0,070 0,005 0,374 0,367
N 31 31 31 31 31 31 31 31
M ean goodness
of fit 0,187 0,905 0,103 0,185

Standard errors in parentheses.
* denotes significance at the 5% level and

** at the 1% level.

*We also explored specifications which included either the number of householdsinthe district or the square root of this
number to see if smaller MDs or Dcs had measurably greater deviation between the census and the IES data. The
coefficients of cluster size were generally significant at the 10% level or less and with a sign consistent with the
expectation that precision increased with thesize of the cluster. However, neither the regression r-square values nor the
magnitude of the coefficient of other variables were affected by the inclusion of the cluster size. Thus the regression
reportedint hetablesdonotinclude thenumber of households.
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Table 5: Regression of goodness of fit on area of residence and mean expenditure
(district council level)

Dependent Fit between censusincome and |ES expenditure| Fit between imputed census exp. and | ES expenditure
variable:
goodness of fit

Mean expenditures Headcount indices M ean expenditures Headcount indices

Coeff. (1) | Coeff. (2) | Coeff. (3) | Coeff. (4) | Coeff. (5) | Coeff. (6) | Coeff. (7) Coeff. (8)
IES expenditure| 0,102 0,135 0,169 0,232 0,070 0,081 0,030 0,092
(,000) (0,020)** | (0,024)** (Q,057)**| (0,079)** (0,016)** (0,019)** (0,032) (0,036)*
% former 0,304 1,36 0,046 0,103
homelands (0,076)** (0,215)** (0,060) (0,121)
% urban formal -0,487 -1,65 -0,108 -0,471

(0,106)** (0,357)** 0,086) (0,162)**

F(3,41) 11,69 13,89 14,69 8,21 9,21 9,76 1,09 3,83
Adjusted RA2 0,422 0,468 0,483 0,330 0,359 0,374 0,006 0,162
N 45 45 45 45 45 45 45 45
M ean goodness
of fit 0,243 0,888 0,176 0,177

Standard errors in parentheses.
* denotes significance at the 5% level and
** at the 1% level.

Table 6: Regression of goodness of fit on area of residence and mean expenditure
(magisterial district level)

Dependent Fit between censusincome and |ES expenditure| Fit between imputed census exp. and | ES expenditure
variable:
goodness of fit

Mean expenditures Headcount indices M ean expenditures Headcount indices

Coeff. (1) | Coeff. (2) | Coeff. (3) | Coeff. (4) | Coeff. (5) | Coeff. (6) | Coeff. (7) Coeff. (8)
IES expenditure| 0,159 0,171 0,154 0,146 0,116 0,128 -0,016 0,002
(,000) (0,010** | (0,010)** | (0,023)**| (0,027)**| (0,010)**| (0,011)** (0,015) (0,016)
% former 0,282 1,04 0,167 0,197
homeands (0,036)** (0,084)** (0,010)** (0,056)**
% urban formal -0,360 -0,910 -0,257 -0,337

(0,046)** (0,121)** (0,049)** (0,071)**

F(3,346) 93,5 92,4 57,3 23,8 43,0 46,74 6,79 10,1
Adjusted RA2 0,443 0,440 0,326 0,164 0,265 0,282 0,047 0,073
N 354 354 354 354 354 354 354 354
Mean goodness
of fit 0,290 0,948 0,244 0,376

Standard errors in parentheses.
* denotes significance at the 5% level and
** at the 1% level.
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To summarise: the income data collected in the census significantly understates the income or
expenditure levels of the households measured by a detailed module in ahousehold survey in South
Africa. Similarly, thecensusdataimply much higher ratesof poverty thanthel ESdata. Furthermore,
this gap depends on the area of residence of the households. For households which live in areas
classified as rura portions of former homelands or other rural areas, this gap is larger than that of
thosewho liveinurban areas. Thesetwo findings suggest that one should bevery cautiousinusingthe
census income for policy purposes, as one is likely to over-estimate poverty in some areas, and
possibly under-estimate it in others, with the bias being systematic. In the section that follows we
propose an alternativemeasure also derived from the censuswith the help of the household survey.

Imputing expendituresinCensus’ 96

Asdescribed in above, themethodology of imputing expenditures for each household inthe censusis
conceptually simple, yet computationally intensive. It involves creating an association model
between per capita household expenditure (or income) and household characteristics that are
common to both the census and the household survey.After carefully constructing thevariablesinthe
exact same manner in each data set, we run a simple OLS regression of logarithmic per capita
household expenditure on the other constructed variables that consist of household composition,
education, primary occupation, quality of housing, and access to services. To avoid forcing the
parameter estimates to bethe samefor all areasin South Africa, we run the regression separately for
each of the nine provinces. The explanatory power of the nine regressions ranged from an R’ of 0,6
(Northern Province) to 0,79 (Free State). As these are regressions based on household level
observations, these values can be considered quite good. In Table 7, we show the results of our
regressionontheentiresample, i.e. coveringall nineprovincesin SouthAfrica.

These regressions can be considered as components of an association model rather than a causal model.
That is, the parameter estimates should not be interpreted as the effect of the explanatory variables on
household expenditure. The parametersform aset of weightsby which the household variablesin census
data are to be summed in order to get a measure of imputed expenditure. In effect, we use the set of
parameter estimates to predict logarithmic per capita household expenditure for each household in the
census in a manner quite similar to the congruction of a basic needs indicator (BNI). However, while
almost all BNIsthat one can find in the literature use an ad hoc set of weights, our weights are informed
by an association model from the household survey. Hentschel et al. (2000) showsthat suchad hoc BNIs
can lead to significant errors in spatia rankings compared to estimates of welfare, measured by
household consumption.

Given the vector for the parameter estimates (3, and the vector of explanatory variablesin the census X.,,
the predicted log per capitaexpenditure for each household in the censusis X [3. This provides measures
of per capitaand tota monthly expenditure for each household in the census. These can then be used to
comparemean predicted expenditures from the census with point estimates for mean expendituresfrom
thelESat the province (and geographical unitsof higher disaggregation) level.

Estimating standard errors is a bit more complicated. While the standard errors from the IES are the
familiar estimates of the standard deviation based on sample theory, the issues of sample error does not
exist in acensus. However, thereisadistribution around each imputation of expenditure for the census
households. We will defer discussion of this until after the comparison between the point estimates of
expendituresin thecensusandthe IES estimates.
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Table 7: Regression results by province

Variable Western Cape |Eastern Cape |[Northern Cape |Free State KwaZulu-Natal
# of males aged 0-10 -0,153** -0,125** -0,121** -0,221** -0,079**
(0,015) (0,011) (0,024) (0,017) (0,012
# of males aged 11-20 -0,189** -0,184** -0,180** -0,240** -0,109**
(0,017) (0,012 (0,028) (0,018) (0,013)
# of males aged 21-40 -0,111** -0,158** -0.148** -0,175** -0,070**
(0,018) (0,013) (0,029) (0,021) (0,014)
# of males aged 41-65 -0,009 -0,073** -0,095** -0,097** -0,058**
(0,023) (0,017) (0,035) (0,025) (0,019
# of females aged 0-10 -0,141** -0,134** -0,166** -0,200** -0,067**
(0,016) (0,011) (0,025) (0,018) (0,012
# of females aged 11-20 -0,179** -0,163** -0,214** -0,251** -0,105**
(0,017) (0,012 (0,028) (0,018) (0,013)
# of females aged 21-40 -0,138** -0,139** -0,202%* -0,213** -0,112**
(0,019) (0,014) (0,032 (0,020) (0,014)
# of females aged 41-65 -0,185** -0,161** -0,183** -0,252%* -0,154**
(0,022) (0,017) (0,038) (0,024) (0,018)
# of individuals -0,025** -0,003 -0,030** 0,007 -0,039**
categorized as African (0,007) (0,005) (0,008) (0,008) (0,006)
# of individuals 0,175** 0,128** 0,200** 0,214** 0,139**
categorized as white (0,008) (0,011) (0,015) (0,013) (0,009)
Hh livesin aformal -0,263** 0,158** -0,124** 0,009 0,154**
dwelling (0,040) (0,021) (0,053) (0,027) (0,025)
# of rooms per person 0,266** 0,245** 0,225** 0,197** 0,237**
(0,010) (0,008) (0,016) (0,010) (0,010)
Hh ownsthe dwelling 0,183** 0,131** 0,128** 0,178** 0,181**
(0,023) (0,018) (0,037) (0,026) (0,018)
Sanitary servicesavailable 0,207** 0,198** 0,285** 0,414** 0,289**
(0,037) (0,026) (0,043) (0,028) (0,031)
Electricity for lighting 0,315** 0,261** 0,164** 0,266** 0,289**
available (0,041) (0,025) (0,047) (0,027) (0,026)
Refuse removal 1 x week 0,024 -0,055** 0,148** 0,121** -0,077**
(0,031) (0,023) (0,046) (0,031) (0,028)
Telephone available 0,422** 0,334** 0,405** 0,244** 0,301**
(0,027) (0,029 (0,045) (0,032) (0,026)
# of ind. who completed 0,054** 0,087** 0,081** 0,045** 0,048**
primary education (0,011) (0,007) (0,017) (0,012) (0,008)
# of professionals 0,273** 0,511** 0,307** 0,433** 0,299**
(0,016) (0,016) (0,034) (0,019) (0,014)
# of skilled labourers 0,141** 0,246** 0,198** 0,338** 0,169**
(0,018) (0,023) (0,039) (0,028) (0,017)
Adjusted R"2 0,743 0,737 0,743 0,793 0,730
N 3213 5200 1419 3105 4933

Standard errors in parentheses.
* denotes significance at the 5% level and

** at the 1% level.
# means number

18




Table 7: Regression results by province (continued)

Variable North West Gauteng Mpumalanga Northern Province
# of males aged 0-10 -0,124** -0,099** -0,055** 0,017
(0,021) (0,018) (0,019) (0,026)
# of males aged 11-20 -0,152** -0,166** -0,073** -0,052*
(0,021) (0,019) (0,020) (0,027)
# of males aged 21-40 -0,099** -0,053** -0,035 -0,045
(0,025) (0,020) (0,021) (0,029)
# of males aged 41-65 -0,056* -0,021 0,011 0,135%*
(0,031) (0,025) (0,028) (0,035)
# of femalesaged 0-10 -0,123** -0,110** -0,032* 0,009
(0,021) (0,018) (0,019) (0,025)
# of femalesaged 11-20 -0,147** -0,184** -0,077%* -0,051*
(0,022) (0,020) (0,020) (0,026)
# of females aged 21-40 -0,162** -0,160* * -0,095** -0,083**
(0,025) (0,022 (0,022) (0,029)
# of females aged 41-65 -0,234** -0,219** -0,137** -0,129**
(0,030 (0,025) (0,028) (0,034
# of individuals -0,008 -0,080** -0,077** -0,130**
categorized asAfrican (0,012) (0,007) (0,012 (0,020)
# of individuals 0,143** 0,104** 0,121** 0,033
categorized aswhite (0,016) (0,008) (0,016) (0,026)
Hhlivesin aformal -0,199** 0,009 0,183** 0,230**
dwelling (0,038) (0,037) (0,033) (0,033)
# of rooms per person 0,264** 0,222** 0,234** 0,262**
(0,014) (0,0112) (0,014) (0,017)
Hh owns the dwelling 0,233** 0,250** 0,274** 0,138**
(0,029) (0,029 (0,027) (0,039
Sanitary services available 0,524** 0,282** 0,030 0,223**
(0,040) (0,054) (0,040) (0,047)
Electricity for lighting 0,309** 0,308** 0,388** 0,255**
available (0,038) (0,047) (0,032) (0,036)
Refuse removal 1 x week -0,089** 0,126** 0,046 -0,189**
(0,040) (0,032) (0,039) (0,047)
Telephone available 0,319** 0,338** 0,152** 0,385**
(0,042) (0,026) (0,040) (0,050)
# of ind. who completed 0,090** 0,070** 0,034** 0,117**
primary education (0,013) (0,013) (0,012 (0,014)
# of professionals 0,425** 0,245** 0,356** 0,437**
(0,024) (0,015) (0,024) (0,025)
# of skilled labouers 0,214** 0,119** 0,209** 0,306**
(0,031) (0,021) (0,026) (0,037)
Adjusted R"2 0,716 0,699 0,709 0,600
N 2441 3247 2370 2634

Standard errors in parentheses.
* denotes significance at the 5% level and

** at the 1% level.
# means number
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How well do theimputed expenditure measuresimprovethefit between data sets? Asalready mentioned,
the regresson parameters reported in Table 7, allow us to derive a measure of expected household
expenditure conditional on the quality of housing, services received and the composition of each
household in the census. The average household expenditure from thisimputation is R2 789 per month.
Thisisonly 6,4% below that in the IES. Thus, the difference between the imputed expenditures using
censusdataand the |ES expendituresisonly athird aslarge asthe difference between the average census
incomeand the | ES expenditures. Whilethe average predicted value from an OL Sregressonwill bethe
same asthe average of the sample fromwhich it was derived, thisis not necessarily the case when fitting
parametersto another data set. Thefact that the predicted value correspondsto the averagefromthe IES
reflectsthefact that the distribution of explanatory variablesis similar in thetwo data sets. Furthermore,
using the poverty line of R800 per household per month, we find an overall expected poverty incidence
of 28,5% for South Africa, afigure which is virtualy identica to the corresponding headcount index
value(28,4%) fromthel ES.

The corrélation coefficient between the provincial averages of census imputed expenditures and that
from the IES expenditure is 0,97, and the Spearman rank correlation coefficient is 0,93 (Table 2).
Similarly, the corresponding figures for the poverty measures (% of households with less than R800 per
month) calculated from the two aternative data sources are 0,90 and 0,97, respectively. These are
significant improvements over the previousfiguresthat used censusincome. Thereislessimprovement
in the simple correlation coefficients for average income at lower levels of aggregation and, indeed, the
correlation declines dlightly at the MD level. However, the rank correlation for the averages do improve
at all levelsof aggregation. Even more germaneto the objectivesof thisstudy, at all levelsof aggregation,
the expected poverty rates and poverty ranking correlate more closely with the corresponding
observationsinthe | ESthan do the poverty rates using censusincome.™

Moreover, unlike the average income and poverty estimates based on the census data there is no
systematic pattern in the difference between the imputed expenditures and the IES data. This is
demonstrated by thelast four columns of Tables 3-6. For example, in thelast four columnsin Table 3
thereisno longer asignificant effect of the areas of residence on the goodness of fit between the two
measures. However, the coefficient for mean expenditure levelsin each province remain significant
and positive in the regressions for mean expenditures but not for poverty rates. Furthermore, the F
statisticsin both regressions are significant only at the 10% level and the explanatory power of each
has dropped significantly. Thisisexactly what one would expect if thereis only aweak relationship
between area of residence and how closely the mean imputed census expenditure corresponds with
expenditurefromthe household survey.

Table 4 indicates that when the unit of observation is averaged over the type of enumeration areain
each province, the sign of the average expenditureisnolonger consistently positive, and, aswith Table
3, the type of residence no longer influences the goodness of fit. Note that the coefficient on dummy
variablefor the per cent of householdsresiding inurbanformal areasremainsnegativeintheregression
at the district and MD levels (Tables 5 and 6). However, the magnitude of this coefficient is greatly
reduced compared to theregression resultsin columns 2 and 4, asare themeanval uesfor the goodness
of fit. Asindicated above, areduction in the goodness of fit measure indicates an improvement in the
overall fit. Also as discussed, it should be bornein mind that the IES is not representative at this level
and some of the observed imprecision may reflect sampleerror inthat survey.

1f we look a the correlation of average income from the |ES and average expenditures from that survey, wefind that at
the provinceand DC level the correlationsare both 0,99. At the MD level the correlationis 0,96. For all three levelsthe
rank correlationsareabove0,93.
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Povertymappingusingimputed expendituresfrom Census’ 96

Having established a closer correspondence of imputed expenditure in the census data to household
expenditure in the IES than that of income from the census, we proceed to the primary objective for
this paper, the construction of a poverty map for South Africa, using the imputed expenditures, at all
levelsof disaggregation.Whatwe havedonesofaristhis." Wehave estimated 1° stageregressionsfor
each provincein thehousehold survey:

Iny.= X, B +e; €,_N0,c?) (1)

where Iny, is the logarithm of per-capita consumption expenditure for household i, with independent
variables X; common to the |ES and the census, and €, arandom disturbance term. Using the predicted
valuesof 3 andO,wecancalculateourestimatorof expected poverty for householdi inthe censusby:

A

5 al 2 A ln —Xir
Pi=E P, B.6 ] = oA (2)

where P, isthe poverty for household i, z is the poverty line, and @ indicates the cumulative standard
normal distribution. Given thatweaimtocal culatetheexpectedheadcountpoverty indicator, the value
in (2) is simply the estimate of the probability that a household with observable characteristics X is
poor. Theintuition hereisquite clear. Sincethe 1* stage regressions have an idiosyncratic component,
thereisalwaysanon-zero probability that a household is poor however high its predicted expenditure
may be. A weighted (by household size and sampling weights whenever available) average of these
probabilities over any geographical unit would give us the expected percentage of poor individualsin
that area. Thus, the predictedincidenceof poverty P*, giventhe estimatedmodel of consumptionis
Inz- X, ﬁ

s ©)

where N is the number of householdsin the area and n, is the number of individualsin household i.
These expected poverty rates are illustrated in Figure 1 and reported in the appendix. In Appendix
Table 1, provinces are ranked by the expected headcount poverty rate in descending order, i.e. from
poorest to the richest province. Appendix Tables 2 and 3 are sorted by province and then within the
province, districts are ranked by the headcount index to illustrate the wide variation of expected
poverty within each province.

* ~ AN 1 al
P =E[P|X,B,G]=N2ni*®(
i=1

For many uses of the imputed poverty rates or average imputed expenditures, such as making pair-
wise comparisons, we need to calculate the error in our prediction in the census. To summarise the
difference between our estimates of the expected poverty rates and the actual value of the poverty
ratesin population, we introduce the following notation. The interested reader should refer to Elbers
et al. (2000), for adetailed discussion of the standard error calculations.

" Themethodology employed hereof calculating headcount indices fromtheimputed expendituresin the censusis based
onHentschel et al. (1999).Moredetailscanbefoundinthat paper.
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Suppose that we denote the poverty in the population by P(y) = P(X, R.€)“. Since we do not know the
actual vector of disturbances, €°, we estimate the expected value of thisindicator, E[P|X,®], where®
represents the vector of parameters { R, G°}. Furthermore, when we construct an estimator for this
expected value, we replace the unknown vector ® with consistent estimators, @, from the 1¥ stage
regressions described in equation (1) above. Thisyields E[P | X,@]. Finally, since, for most of the
FGT-class poverty measures and for all of the inequality measures, this expectation is analytically
intractable, we use amethod of computation that employs the actual distribution of the predicted log
expenditures and a simulated distribution of the vector of disturbances, €. We will denote this
estimator by EJ P| X,m].

Hence, the difference between the value of the indicator, P°(y) and our estimator EJP | X, @] can be
writtenasthefollowing:

PAy) - E[PIX,®] = P(y)-E[P|X,0] +
E[P|X @] - E[P|X,®] +
E[P|X,®] - E[P|X,®] (4)

This means that the error in our prediction can be broken down into three separate components.
Elberset al. call thesethreecomponentstheidiosyncratic error, themodel error, and the computation
error, respectively. The properties of each of these error components are discussed in their paper in
detail. The standard errorsof our expected poverty ratesaresmall. Infact, for thelevelsof aggregation
considered in our paper, the standard errors are such that most comparisons of expected poverty rates
between provinces, district councils or magisterial districts yield differences that are statistically
significant. Theseerrorsarereported in the appendix alongwith the expected headcount index figures
for each of theseadministrativeunits. In the next section, we discuss possible extensionsto our paper,
andthelikely implicationsof these extensionsfor our results.

Thewayforward: StatsSAandtheWorldBank

There are a number of important assumptions embedded in the methodology of Stats SA and the
World Bank. The sensitivity of our resultsto these assumptionsis an important issue that should not
beoverlooked. We discussthreemain assumptionsbelow. We also describefuturework on sensitivity
analysis.

First, we assume that the residuals from the 1* stage regressions are normally distributed. Thisisan
assumption that iseasy totest and easy to relax. Our preliminary analysis showsthat our residualsdo
look normal when overlaid on anormal kernel density function, andin the caseswherewe do not pass
the standard testsof normality, wefind that thisis dueto the existence of afew outliers. [Thetestsfor
normality that we utilised are all readily implemented in STATA, such as sktest (skewness and
kurtosistest), sfrancia(Shapiro-Franciatest), and jb (Jarque-Beratest)]. After dropping afew of these
observations (usually lessthan 1%ofthetotal number of observationsin aprovince) we cannot reject
the null hypothesisthat theresidualsare normally distributed in each region. Furthermore, our results

Poverty in the population dependson household size, but,without loss of generality, wehave left it out of the discussion
forsimplicity of notation.
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are not sensitive to the elimination of these few outliers from the samplein each region. Finaly, one
can easily relax the normality assumption by drawing from the pool of theresidualsfromthe 1° stage
regressions with replacement, rather than from a normal distribution. That is, one does not need to
imposeacertaindistributional formontheresiduals.

We also assumed initially that our residuals are homoskedastic. Further tests of this assumption
showed usthat in most of our nineregressions, the residuals arein fact heteroskedastic. To deal with
heteroskedasticity, if itisthere, weneed to estimateitsform and then draw residualsintheimputation
stageaccordingly. Thisisafairly straightforward extension, especially if theassumption of normality
holds, in which case the residuals can still be drawn from a uniform distribution for our simulations
and thentransformed to have an appropriate variance.

Finally, we assume that the disturbance term in our equation (1) is not correlated across households
within acluster, town, or amagisterial district. Ignoring the fact that acomponent of the disturbance
term is shared within groups, our methodology would still yield unbiased estimates of expected
poverty for small areas conditional on their observable characteristics, athough the standard errors
around these estimates would be underestimated (see Elbers et al, 2000). That is, for each town (or
place name ormagisterial district, etc.), we do not know thetruevalue of poverty but our expectation
of poverty, givenwhatwecanobserve,isunbiased.

Incorporating interaction terms, other data sources (e.g. geographic information systems databases),
and means of our current explanatory variables at the cluster (or town, or magisterial district) level
into our regression modelsareall variouswaysto ameliorate possible‘ small areaeffects . Wefindin
several instances that our explanatory variables are sufficiently informative that the assumption of
independence of the disturbance term across households cannot be rejected. Elbers et al. (2000) find
no random effects at the cluster level in rural areas of Ecuador, although they get significant and
sizeable effects in urban areas. In similar work in Nicaragua, we found no sign of fixed or random
effectsat the* municipio’ (municipality) level inany of thesevenregions, urbanor rural.

Hence, what we planto do next isto perform proper diagnosticsto see whether our assumption of ‘no
small areaeffects’ isviolated. If so, and preliminary evidence showsthat it very well might be, wewill
explore expanding our set of explanatory variables as described above. If the problem still persists,
we will incorporate the component of the disturbance term that is dueto acommon cluster effect into
our simulationsin theimputation stage. In that case, the standard errors around our expected poverty
rateswill belarger than thosethat arereported in this paper, butwithout doing the diagnosticsitisnot
possibleto know howmuchlarger.

In addition to theseissues of estimation, our future work will explore estimating other dimensions of
poverty. Itispossiblethat our resultsare sensitiveto the choiceof our poverty lineand/or to thechoice
of thepoverty indicator. Inthis paper, we have only concentrated on the expected poverty rates. There
isno reason why thisshould bethe preferred choice of any policy-maker when using poverty mapsas
targeting tools. The poverty gap measure, for example, iswidely used because of itsinterpretation as
the amount of money necessary to bring all the poor up to the poverty line. Poverty severity, another
indicator in the general class of Foster-Greer-Thorbecke Index of poverty measures[FGT (0.=2)], is
another possibility. It is not clear that all of the rankings of magisterial districts in South Africaare
robust to the choice of poverty indicator. Furthermore, we have chosen our household poverty lineto
be R800 permonth,because it hasimmediate policy relevance asdescribed in theintroduction of our
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paper. Whether our rankings are sensitive to the choice of the poverty line is also an empirical
question. Wewill exploreboth of theseissuesof robustnessin aseparateforthcoming paper.

Concludingdiscussion

We have shown that the income from the census data provides only a weak proxy for the average
income or poverty ratesat either the provincial level or at lower levels of aggregation. We have also
shown a simple method of imputing expenditures using information in the IES. The values for
household consumption obtained using the regression coefficients from the IES and the
characteristics available in the census are plausible and provide a fair fit with the IES data. The
expected poverty rates for each magisterial district based on this methodology are provided in the
appendix.

Sincewe have attempted to validate the estimateswith datain the IES, itmightseem logical to simply
use this data, and bypass the imputation. However, as discussed, the IES was not designed to be
representative at lower levels of aggregation while the censusis, by design, exhaustive (and, hence,
representative) for any jurisdiction. That is, there is no sample error, although there may be non-
sample errorsin the manner in which complex information was captured. The imputations reported
here are based on readily-observable characteristics of a household such asitscomposition aswell as
thecharacteristicsof itshousing.

Our purposeis not merely to explore measures of poverty at the province level. In many cases these
districts are themselves heterogeneous and there is often the need to know the rates of poverty for
lower tiers of administration or for sub-regions within a province. While we cannot formally test
whether theimputationswhich we provide aremoreaccuratethantheoriginal information onincome
inthe censusdatafor lower tiersof administration, the evidence that has been presented issupportive
of the claim that theimputed consumption provides an unbiasedmeasure of poverty. Thus, webelieve
that the measure of consumption constructed for each household can be aggregated at any level of
administration that requires information on poverty at the local level. Indeed, because the technique
providesameasure of consumption for each household in rather geographically defined enumeration
areas, expected poverty estimates can be provided for aggregationsthat differ fromthatwhich existed
at the time the census was undertaken. This assists in updating information as the process of
decentralisation of government services progresses. Moreover, with improvements provided with
geographic information systems, such mapping can be a valuable tool in prioritising government
resourceallocation.
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